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Numerical rule: Comparison / classification operator using features along the path influences $(\mathbf{X}, \mathbf{Z}) \leftarrow \operatorname{colleagueOf}(\mathbf{X}, \mathbf{Y}) \wedge \operatorname{supervisorOf}(\mathbf{Y}, \mathbf{Z}) \wedge \underline{(\mathbf{X} . \text { numCitation }>} \mathbf{Y}$.numCitation)
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Problem: may be a dense matrix $\Rightarrow$ cannot be materialized on GPU
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Monotonic borderline:
$\gamma_{i}$ : position of the first non-zero element in the $i^{\text {th }}$ row

$$
\begin{gathered}
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Complexity: $O\left(n^{2}\right) \Rightarrow O(n \log n)$

## Comparison to state-of-the-art rule learning methods

Hit@10: the number of correct head terms predicted out of the top 10 predictions

| Dataset | Synthetic1 | Synthetic2 | FB15K-237-num | DBP15K-num |
| :--- | :--- | :--- | :--- | :--- |
| AnyBurl | 0.031 | 0.685 | $\mathbf{0 . 4 2 6}$ | 0.522 |
| NeuralLP | 0.240 | 0.295 | 0.362 | 0.436 |
| ours | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | 0.415 | $\mathbf{0 . 6 8 2}$ |
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Thank you for your attention!

